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Announcements
• Office Hours:

• This week: Thursday 3:30-4:30pm
• Possibly 3-4:30, will confirm later today 

• HW02 due tonight Wednesday 02/08

• Reading 03 released Monday
• Due Monday 02/13

• HW03 due Wednesday 02/15
• Released Monday
• About 1.5 weeks



Outline

Topic Modeling
Topic Model Review
Evaluating Topic Models
Implementation

Dictionary based methods

PMI



Topic Modeling

• Goal: Identify underlying topics across documents 
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What are topics?

Tokens that are likely to appear in the same context

Hidden structure that determines how tokens appear in a 
corpus
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Observation

Want to uncover



Input: 
Millions of Books

Output: topics
(distributions over  words)

Each row is a topic

Copyright © 2016 Barnard College 6

Topic Modeling: Corpora -> Topics

Slide from David Mimno



How do we discover topics?

• Latent Semantic Analysis

• Probabilistic Latent Semantic Analysis

• Latent Dirichlet Allocation
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LDA

• Probabilistic model

• Generative model
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LDA Generative Story

• Each word appears independent of each other

• Each word depends on the topic
• Topics have a distribution of words
• Topics have a distribution of documents
• Both are multinomial distributions!
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Evaluating Topics
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Output of topic models
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What makes topics bad?

• Random, unrelated words
• Intruder words
• Boring, overly general words
• Chimaeras:
• Multiple topics combined

Copyright © 2016 Barnard College 12



Evaluation – Word Intrusion Task

• Take top k words in a topic
• Usually 5 or 10

• Substitute 1 word with a top word from another 
topic
• Shuffle the works
• Ask someone to pick the intruder
• If they can pick the intruder – it’s a good topic
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Automatic Metrics – Topic 
Coherence
• The average or median of pairwise word similarities 

formed by top words of a given topic.
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Automatic Metrics – Topic 
Coherence
• The average or median of pairwise word similarities 

formed by top words of a given topic.

• Pairwise word similarities:
• Umass Coherence:

• log probability of word co-occurrences of topic words

• UCI Coherence:
• normalized pointwise mutual information of topics words

• Further reading:
• Evaluating topic coherence measures -

https://arxiv.org/pdf/1403.6397.pdf
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https://arxiv.org/pdf/1403.6397.pdf


Using Topic Coherence to choose 
k
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LDA Popularity

• Straight-forward modeling approach

• Lots of easy-to-use implementations
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Mallet
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Mallet

• MAchine Learning for LanguagE Toolkit

• Java-based library for Natural Language Processing
• Started at Umass by Andrew McCallum and his students

• http://mallet.cs.umass.edu/
• Currently maintained by David Mimno (Cornell) and his 

students
• Public code: https://github.com/mimno/Mallet
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https://people.cs.umass.edu/~mccallum/
http://mallet.cs.umass.edu/
https://mimno.infosci.cornell.edu/
https://github.com/mimno/Mallet


Little Mallet Wrapper – Mallet in 
Python
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What did we count so far?
Words, words, words



Dictionary based methods

• Goal: Connect counts 𝑐! to attributes 𝑣!

• Dictionary-based methods:
• Specify !𝑣! = 𝑓 𝑐! for some known function 𝑓 &
• Define 𝑓 & based on a prespecified dictionary of terms 

capturing particular categories of text
• Common method in the social science literature 

using text
• Appropriate in cases where prior information is strong
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Text as Data, Gentzkow, Kelly, and Taddy
Journal of Economic Literature 2019



Connotations in the Vocabulary
• Words have connotations

• Goal of Dictionaries: 
• Build lexical recourses the represent word connotations

• Dictionary-based methods:
• Deploy connotation-dictionaries to detect and categorize text
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Sentiment Lexicons
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Affective Meaning

• Affective: relating to moods, feelings, and attitudes

• Drawing on literatures in 
• affective computing – Rosalind Picard

• if we want computers to be genuinely 
intelligent and to interact naturally 
with us, we must give computers the 
ability to recognize, understand, even 
to have and express emotions.
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Affective Meaning

• Affective: relating to moods, feelings, and attitudes

• Drawing on literatures in 
• Linguistic subjectivity – Janyce Wiebe

• Subjectivity in natural language refers 
to aspects of language used to express 
opinions, evaluations, and speculatins.
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Affective Meaning

• Affective: relating to moods, feelings, and attitudes

• Drawing on literatures in 
• Social Psychology – James Pennebaker
• Developed LIWIC:

• a program that simply looked for and 
counted words in psychology-relevant 
categories across multiple text files.
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Affective Meaning

• Can we identify: 
• sentiment 
• emotion  
• personality 
• mood 
• attitudes

Slide take from Dan Jurafsky
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Why Compute Affective Meaning?

• Detection and Categorization
• sentiment towards politicians, products, countries, ideas 
• frustration of callers to a help line 
• stress in drivers or pilots 
• depression and other medical conditions 
• confusion in students talking to e-tutors 
• emotions in novels (e.g., for studying groups that are 

feared over time)
Slide take from Dan Jurafsky
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Dictionaries of Attitudes
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The General Inquirer

• Home page: http://www.wjh.harvard.edu/~inquirer

• List of Categories: 
http://www.wjh.harvard.edu/~inquirer/homecat.htm

• Spreadsheet: 
http://www.wjh.harvard.edu/~inquirer/inquirerbasic.xls

• Categories:
• Positive (1915 words) and Negative (2291 words)
• Strong vs Weak, Active vs Passive, Overstated versus Understated
• Pleasure, Pain, Virtue, Vice, Motivation, Cognitive Orientation, 

• Free for Research Use
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Philip J. Stone, Dexter C Dunphy, Marshall S. Smith, Daniel M. Ogilvie. 1966. The General 
Inquirer: A Computer Approach to Content Analysis. MIT Press

Slide taken from Dan Jurafsky

http://www.wjh.harvard.edu/~inquirer
http://www.wjh.harvard.edu/~inquirer/homecat.htm
http://www.wjh.harvard.edu/~inquirer/inquirerbasic.xls


MPQA Subjectivity Cues Lexicon

• Home page: 
http://mpqa.cs.pitt.edu/lexicons/subj_lexicon/
• 6885 words from 8221 lemmas
• 2718 positive
• 4912 negative

• Each word annotated for intensity (strong, weak)
• GNU GPL
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Theresa Wilson, Janyce Wiebe, and Paul Hoffmann (2005). Recognizing Contextual Polarity in 
Phrase-Level Sentiment Analysis. Proc. of HLT-EMNLP-2005.

Riloff and Wiebe (2003). Learning extraction patterns for subjective expressions. EMNLP-2003.

http://mpqa.cs.pitt.edu/lexicons/subj_lexicon/


LIWC (Linguistic Inquiry and Word 
Count)
• Home page: http://www.liwc.net/
• 2300 words, >70 classes
• Affective Processes
• negative emotion (bad, weird, hate, problem, tough)
• positive emotion (love, nice, sweet)

• Cognitive Processes
• Tentative (maybe, perhaps, guess), Inhibition (block, 

constraint)
• Pronouns, Negation (no, never), Quantifiers (few, many) 
• $30 or $90 fee
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Pennebaker, J.W., Booth, R.J., & Francis, M.E. (2007). Linguistic Inquiry and Word Count: LIWC 
2007. Austin, TX

Slide taken from Dan Jurafsky

http://www.liwc.net/


LIWC Categories
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Plenty of more examples

• See Chris Pott’s Tutorial on Sentiment Lexicons
• http://sentiment.christopherpotts.net/lexicons.html
• Compares different dictionaries of sentiment
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http://sentiment.christopherpotts.net/lexicons.html


Discovering 
Connotations
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Point-wise Mutual Information

• How much more do events x and y co-occur than if 
they were independent?

𝑃𝑀𝐼 𝑋, 𝑌 = log"
𝑃(𝑋, 𝑌)
𝑃 𝑋 𝑃(𝑌)
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Point-wise Mutual Information

𝑃𝑀𝐼 𝑋, 𝑌 = log"
𝑃(𝑋, 𝑌)
𝑃 𝑋 𝑃(𝑌)

• PMI between words and categories:

𝑃𝑀𝐼 𝑤𝑜𝑟𝑑! , 𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦#
= log"

𝑃(𝑤𝑜𝑟𝑑! , 𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦#)
𝑃 𝑤𝑜𝑟𝑑! 𝑃(𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦#)
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Discovering Gender Bias via PMI

We approach the analysis of gender bias by defining a methodology 
for comparing the characterizations of men and women in 
biographies. In particular we refer to three dimensions of 
biographies: meta-data, language usage, and structure of the 
network built from links between articles. Our results show that, 
indeed, there are differences in characterization and structure. 
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PMI to measure gender bias
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https://arxiv.org/abs/1502.0
2341

https://arxiv.org/abs/1502.02341
https://arxiv.org/abs/1502.02341


Next week

Supervised learning

Math concepts: 
Partial derivatives
Optimization

Readings will include examples of dictionary 
methods


