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What is Computational Text 
Analysis?
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What is Data Science?

•“Data science is the study of 
extracting value from data” –

Jeannette Wing
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What is Data Science?

•“Data science is the study of 
extracting value from data” –

Jeannette Wing

•Value
• Requires domain expertise to determine 

what value is
• Value from data is different based on the domain and 

the needs
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What is Data Science?

•“Data science is the study of 
extracting value from data” –

Jeannette Wing

•Extracting
• emphasizes action on data
• mining information

5



What is Computational Text 
Analysis?

•“Data science is the study of extracting 
value from data” –

Jeannette Wing
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Computational Text Analysis

• Computational text analysis is not a replacement 
for but rather an addition to the approaches one 
can take to analyze social and cultural phenomena 
using textual data. By moving back and forth 
between large-scale computational analyses and 
small-scale qualitative analyses, we can combine 
their strengths so that we can identify large-scale 
and long-term trends, but also tell individual stories

7

How we do things with words …
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What can we do with 
computational text 
analysis?



What can we do with large scale 
textual analysis?
• Sort artists by their vocabulary

https://pudding.cool/projects/vocabulary/index.html
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What can we do with large scale 
textual analysis?
• Identify flow of 

topics in birthing
narratives
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https://maria-
antoniak.github.io/resources/2019_csc
w_birth_stories.pdf

https://maria-antoniak.github.io/resources/2019_cscw_birth_stories.pdf
https://maria-antoniak.github.io/resources/2019_cscw_birth_stories.pdf
https://maria-antoniak.github.io/resources/2019_cscw_birth_stories.pdf


What can we do with large scale 
textual analysis?
• Categorize the level of presidential candidates’ 

speeches
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https://arxiv.org/pdf/1603.05739.pdf
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What can we do with large scale 
textual analysis?
• Who wrote the anonymous Federalist Papers?
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https://www.jstor.org/stable/2283270

https://www.jstor.org/stable/2283270


What can we do with large scale 
textual analysis?

14

https://online.ucpress.edu/gastronomica/article-abstract/11/4/46/44534/Authenticity-in-
America-Class-Distinctions-in

https://online.ucpress.edu/gastronomica/article-abstract/11/4/46/44534/Authenticity-in-America-Class-Distinctions-in
https://online.ucpress.edu/gastronomica/article-abstract/11/4/46/44534/Authenticity-in-America-Class-Distinctions-in


What can we do with large scale 
textual analysis?
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What can we do with large scale 
textual analysis?

A lot!
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Computational Text Analysis in 
this course

• Aggregate large scale textual data

• Text Processing

• Discovering patterns in data
• Applying NLP/ML tools to text
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Course Objectives

Learn and master the methods behind:

1. Natural Language Processing & Text-based Machine 
Learning

2. Aggregate large scale textual data

3. Discovering patterns in data

4. Complete an independent research project
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Course Outline

• Text Processing, Unsupervised Learning
4 weeks

• Supervised Machine Learning
3 weeks

• Hypothesis Testing
2 weeks

• Data Collection
2 weeks

• Advanced Topics
2 weeks
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Logistics



Communication

• Course webpage:
• https://cs.brynmawr.edu/cs383-cta

• Piazza:
• Online discussion board

• Gradescope:
• Submitting assignments
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https://cs.brynmawr.edu/cs383-cta


Lectures

• Live classes
• Primarily lectures
• Q/A
• Recorded
• Discussions

• Readings:
• Readings associated with the lecture’s material 

• Make sure to read before lecture
• Distributed on course schedule 
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Assesment

• Midterms
• March 2nd

• April 13th

• flexible grading policy

• Final Exam



Assignments & Assessment

•Weekly long homeworks
•Reading reflections
•Midterm – Wednesday 04/12
•Final Project (pairs)
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Reading reflections

• Usually due Friday midnight 

• For each reading:
• 3-4 sentence summary  
• 1 sentence about something in particular that you like
• 1 sentence about something you didn’t like or something you found 

confusing and you’d like me to explain
• 1 question for future work

• Goal: Examples of computational text analysis
• Preparation for final projects

• Complete individually
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Homeworks

• A mix of programming and written analysis
• Usually given starter code

• Implement methods covered in class

• Must completely individually
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Final Project

• Develop Research Question

• Collect Textual Data to Answer Question

• Data Exploration & Analysis

• Machine Learning

• Can use toolkits/APIs
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Final Project – Deliverables

• Project ideation – TBD

• Project proposal – TBD

• Project presentations – Wed 04/26 (last day of 
classes)

• Project submissions – end of finals
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Assignment Logistics

• Distribution:
• Course website

• Can work on your own machines or CS lab machines

• Gradescope (for submission)

• Final project:
• Likely use CS lab machines
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Participation Grade

• During class meetings:
• Topic discussion
• Asking questions

• Asynchronous
• Active on Piazza
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Course Staff



Course staff

Adam Poliak (apoliak@brynmawr.edu)

• PhD in Computer Science from Johns Hopkins 
University

• Taught 2 years at Barnard
• Data Science and this course (for non-majors)

• 2nd semester at BMC

• Research: 
• Natural Language Processing
• Data Science applied to text data
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Our job is to help 
you succeed! 
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Course Policies



Collaboration

• Encouraged to discuss problems

• Do not share solutions
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Late Days

• Late Days – 10 late days

• Can use at most 2 late days on an assignment

• Can be used only on homeworks and reading 
responses
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Announcements – Assignments

• Homework 00
• Due Monday night

• Readings:
• Reading 01 – due Monday night (available already)
• Reading 02 – due next Friday night (posted later this 

week)
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Today’s focus:
Words, words, words



Why focus on words?

• Words suggest meaning 
• If we can identify words, we can count them
• If we we can count words, we can quantify (aspects 

of) a text that contains those words.
• If we can quantify a text, we can compute with it.
• Answer quantitative questions about text

• Caveat:
• Quantifying a text isn't the same thing as 

being correct about what that text means, nor is 
meaning solely a function of word counts(!).
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Matthew Wilkens - https://mattwilkens.com/
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What is a word?



How many words?

I am planning to play a new show in New York before 
going to watch a new play
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Outline

• Tokenization
• Lemmatization
• Stemming
• Stopwords
• Part of Speech
• Dependency Parsing
• Named Entities
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Tokenization

Copyright © 2016 Barnard College



Tokenization

“The process of identifying the words in the input 
sequence of characters, mainly by separating the 
punctuation marks but also by identifying 
contractions, abbreviations, and so forth”

Chapter 5 

Basic Text Processing In: Text Mining: 

A Guidebook for the Social Sciences

Copyright © 2016 Barnard College 46



Tokenization - Example

“Mr. Smith doesn’t like apples.” 

How many tokens are in the sentence?
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Tokenization - Example

“Mr. Smith doesn’t like apples.” 

48

“The process of identifying the words in 
the input sequence of characters, mainly 
by separating the punctuation marks but 
also by identifying contractions, 
abbreviations, and so forth”



Tokenization - Example

“Mr. Smith doesn’t like apples.” 
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“The process of identifying the words in 
the input sequence of characters, mainly 
by separating the punctuation marks but 
also by identifying contractions, 
abbreviations, and so forth”



Tokenization - Example

“Mr. Smith doesn’t like apples.” 
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“The process of identifying the words in 
the input sequence of characters, mainly 
by separating the punctuation marks but 
also by identifying contractions, 
abbreviations, and so forth”



Tokenization - Example

“Mr. Smith doesn’t like apples.” 

Mr. 
Smith
does
n’t
like 
apples
.
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Type vs Token

• Type: An element of the vocabulary 

• Token: an instance of a type in the text

• N = number of tokens
• V = vocabulary, i.e. set of tokens
• |V | = size of Vocabulary
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Type vs Token

• Type: An element of the vocabulary 

• Token: an instance of a type in the text

“We refuse to believe that there are insufficient funds in 
the great vaults of opportunity of this nation. And so
we've come to cash this check, a check that will give us 
upon demand the riches of freedom and the security of 
justice”

• Q: How many types, tokens?

Copyright © 2016 Barnard College 53



Lemmatization & 
Stemming



Lemmatization

“reduces the inflectional forms of a word to its root 
form”

Chapter 5 
Basic Text Processing In: Text Mining: 

A Guidebook for the Social Sciences

boys -> boy
children -> child
am, are, is -> be
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Lemmatization - example

I have a dream that one day even the state of 
Mississippi, a state sweltering with the heat of 
injustice, sweltering with the heat of oppression will 
be transformed into an oasis of freedom and justice.

With this faith we will be able to transform the 
jangling discords of our nation into a beautiful 
symphony of brotherhood.
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Stemming

“applies a set of rules to an input word to remove 
suffixes and prefixes and obtain its stem, which will 
now be shared with other related words.”

Chapter 5 

Basic Text Processing In: Text Mining: 

A Guidebook for the Social Sciences

“more radical way to reduce variation”
Chapter 2

Dirk Hovy textbook 
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Porter Algorithm for Stemming
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Porter Stemming Explained

“For each language, it defines a number of suffixes 
(i.e., word endings) and the order in which they 
should be removed or replaced. By repeatedly 
applying these actions, we reduce all words to their 
stems.”

Chapter 2
Dirk Hovy textbook 

https://www.cs.toronto.edu/~frank/csc2501/Readings/R2_Porter/P
orter-1980.pdf
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https://www.cs.toronto.edu/~frank/csc2501/Readings/R2_Porter/Porter-1980.pdf
https://www.cs.toronto.edu/~frank/csc2501/Readings/R2_Porter/Porter-1980.pdf


Stemming Example

61

Example from: 
https://web.stanford.edu/~jurafsky/slp3/slides/2_TextProc_Mar_25_2021.pdf

https://web.stanford.edu/~jurafsky/slp3/slides/2_TextProc_Mar_25_2021.pdf
https://web.stanford.edu/~jurafsky/slp3/slides/2_TextProc_Mar_25_2021.pdf


Stop Words



Frequency of Rubio’s terms in 
2016 Miami debate
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Stopwords

64

“set of ignorable words that occur often, but not 
contribute much to our task, so it can be beneficial to 
remove.”

Chapter 2

Dirk Hovy textbook 



Part of Speech



Part of Speech

• Categorize words based on their grammatical 
properties

• Part-of-speech tagging: 
• Process of identifying the grammatical category of 

tokens in a corpus
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Universal Tag Set
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Simplified Tag set
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Word Classes: Open vs Closed

• Closed class words
• Relatively fixed membership 
• Usually function words: short, frequent words with 

grammatical function 
• determiners: a, an, the 
• pronouns: she, he, I 
• prepositions: on, under, over, near, by, …

• Open class words
• Usually content words: Nouns, Verbs, Adjectives, 

Adverbs 
• Plus interjections: oh, ouch, uh-huh, yes, hello 

• New nouns and verbs like iPhone or to fax
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Slide from https://web.stanford.edu/~jurafsky/slp3/slides/8_POSNER_intro_May_6_2021.pdf

https://web.stanford.edu/~jurafsky/slp3/slides/8_POSNER_intro_May_6_2021.pdf


Word Classes Graphic

70Slide from https://web.stanford.edu/~jurafsky/slp3/slides/8_POSNER_intro_May_6_2021.pdf

https://web.stanford.edu/~jurafsky/slp3/slides/8_POSNER_intro_May_6_2021.pdf


Dependency Parsing



Dependency Parsing - Idea

The idea in dependency grammar is that the sentence 
“hangs” off the main verb like a mobile. The links 
between words describe how the words are 
connected. 

Chapter 2

Dirk Hovy textbook 
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Universal DP Tags
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Examples of tags
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Dependency Parsing - Example
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Named Entities



Named Entity Recognition

• Classify words into predefined categories:
• persons
• organizations
• locations
• expressions of times
• quantities
• monetary values
• percentages

77
Slide from Federico Nanni



Named Entity Recognition

• Classify words into predefined categories:
• persons
• organizations
• locations
• expressions of times
• quantities
• monetary values
• percentages
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Monday, October 30, Hillary 
Clinton will present her book in 

Chicago at the University of 
Chicago.

Slide from Federico Nanni



Named Entity Recognition

• Classify words into predefined categories:
• persons
• organizations
• locations
• expressions of times
• quantities
• monetary values
• percentages
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Monday, October 30, Hillary 
Clinton will present her book in 

Chicago at the University of 
Chicago.

Slide from Federico Nanni



Approaches for NER

• regular expression to extract:
• Gazetteers 
• Patterns
• Machine Learning

80
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Approaches for NER – Regular 
Expressions
• Extract:
• telephone numbers
• E-mails
• Dates
• Prices
• Locations (e.g., word + “river” indicates a river -> 

Hudson river)
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Approaches for NER - Gazetteers

• Dictionaries or list of proper names of:
• Person
• Location
• Organization
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Approaches for NER – Context 
Patterns
• context patterns, such as:
• [Person] earns [Money]
• [PERSON] joined [ORGANIZATION]
• [PERSON] fly to [LOCATION]

83
Slide from Federico Nanni



Summary

• Course overview & Logistics

• Simple Text Processing: words, words, words
• Tokenization
• Lemmatization
• Stemming
• Stopwords
• Part of Speech
• Dependency Parsing
• Named Entities



TODOs

• Read the assigned reading for Monday’s lecture:
• Language Modeling

• HW00

• Reading Response 01


