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Abstract
There is no such thing as a disembodied mind. We posit
that cognitive development can only occur through interac-
tion with the physical world. To this end, we are developing
a robotic platform for the purpose of studying cognition. We
suggest that the central component of cognition is a memory
which is primarily associative, one where learning occurs as
the correlation of events from diverse inputs. We also believe
that human-like cognition requires a well-integrated sensory-
motor system, to provide these diverse inputs. As imple-
mented in our robot, this system includes binaural hearing,
stereo vision, tactile sense, and basic proprioceptive control.
On top of these abilities, we are implementing and studying
various models of processing, learning and decision making.
Our goal is to produce a robot that will learn to carry out sim-
ple tasks in response to natural language requests. The robot’s
understanding of language will be learned concurrently with
its other cognitive abilities. We have already developed a ro-
bust system and conducted a number of experiments on the
way to this goal, some details of which appear in this paper.
This is a progress report of what we believe will be a long
term project with significant implications.

Introduction
Cognitive development has been studied in various
environments–on the playground by the psychologist, under
the microscope by the neuro-scientist, and in the armchair by
the philosopher. Our study occurs in a robotics lab, where
we attempt to embody cognitive models in steel and silicon.

How did we choose this particular habitat? First and fore-
most, we are scientists and engineers, which immediately
suggests forming constructive theories and building things
to test them. The particular question we are examining is
one of the most fascinating questions that has been asked in
the last century: Can machines think?

Alan Turing raised this very question back in 1950. He in-
troduced the idea of a machine engaging in “pure thought”
and communicating to the world via teletype writer. As an
answer to The Question, he suggested that when the ma-
chine’s discourse (via teletype) was indistinguishable from
a human’s, we could say that the machine was thinking. He
goes on at the end of the paper to suggest that initially, ma-
chines should perhaps learn to compete with men at some
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purely intellectual task, such as chess, but then, he suddenly
presents an alternative approach for creating machine intel-
ligence:

“It can also be maintained that it is best to provide the
machine with the best sense organs that money can buy,
and then teach it to understand and speak English. This
process could follow the normal teaching of a child.
Things would be pointed out and named, etc.” (Turing
1950)

The artificial intelligence community has largely followed
the former proposal. We believe the latter holds more
promise.

Our research is based on a few fundamental principles.
First, we believe that a mind cannot be disembodied–it must
interact with the real world. Second, we posit that mem-
ory is primarily associative, and that learning is based on the
correlation of information from diverse inputs. Third, in hu-
mans and higher animals, these two assertions are fulfilled
by a complex sensory-motor system. We submit that such
a system is necessary for human-like cognition. Finally, we
suggest that these ideas provide the basis for a mind which
can learn a semantic representation of reality, upon which
higher cognition and all linguistic structure is established.

Our experiments are based on these concepts. We are
developing a robotic platform with basic sensory-motor ca-
pabilities, including binaural hearing, stereo vision, tactile
sense, and basic proprioceptive control. On top of this sys-
tem, we are implementing various processing and learning
models, and studying how they contribute to semantic un-
derstanding.

Numerous other researchers (Brooks et al. 1998; Var-
shavskaya 2002; Weng, Zhang, & Chen 2003; Stojanov
2001; Fischer & Moratz 2001; Hugues & Drogoul 2001;
Cohen, Sutton, & Burns 2002; Fasel et al. 2002; Gru-
pen 2003) study cognition using robotics; see (Lungarella
& Metta 2003) for a recent survey. One key aspect of our
project different from most other work is our focus on lan-
guage learning and interaction as a basis for higher learning.

The rest of this paper proceeds as follows. In the next sec-
tion, we will describe the organization and construction of
our robotic platform. In the following section, we will dis-
cuss the implementation of an associative semantic memory
for our robot. We will end with some discussion of our cur-
rent research on spatial cognition. We wish to point out that
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Figure 1: Cognitive Cycle

semantics and spatial understanding are two key elements of
language acquistion.

Robot Design and Construction
We have used the basic cognitive cycle depicted in Fig. 1 to
guide the design of our robotic system. This simple flow di-
agram divides cognition into four distinct components: sen-
sory input, long term memory, a working memory, and mo-
tor output. The divisions suggested by this model are sim-
ple, yet we feel they provide the necessary framework for
embodied learning.

As mentioned earlier, interaction with the world through
a sensory-motor system is necessary for cognition. Humans
perceive the world through the five senses–tactile (touch),
gustatory (taste), olfactory (smell), auditory (hearing), and
visual (sight). We also perceive information about ourselves,
through proprioception (sense of body position and move-
ment) and interoception (internal sensory perception of such
things as hunger and body temperature). Ideally, we would
like our robot to perceive the world using most of these
senses. For now, we have chosen to focus on the senses
of sight, sound and touch, with minimal simulation of the
others (e.g., proprioception) as needed.

On the other end of the cognitive cycle is a the ability to
affect change on the world through a motor system. We can
identify two classes of motion actuation in humans that we
need to model: (1) movement in the environment; and (2)
other articulated body movement (e.g., movement of arms
and head, speech).

As shown in Fig. 1, actual cognition takes place between
the sensory and motor systems. Taking a cue from psychol-
ogists, we model cognition as an associative memory for
long-term storage, and a working memory for present in-
formation and decision making.

To realize the above system, we chose to work with Arrick
Robotics’ Trilobot, whose basic anthropomorphic capabili-
ties are complete enough to suit our purposes. In particular,

Figure 2: Robots: Illy, Alan, and Norbert. Alan is an older
model Trilobot.

the robot can move freely over level surfaces, can move its
head, and can use its arm to manipulate common objects, al-
lowing relatively complex behaviors. For sensory input, the
robot has a number of touch and other sensors available.

Starting with this base system, we have heavily aug-
mented the robot’s sensory and processing capabilities. We
have added cameras and microphones for stereo vision and
hearing. A small form-factor computer was installed on-
board to collect sensory input from the cameras, micro-
phones, and sensors, and to control the robot. The on-board
computer can handle limited processing of the data, but we
have also added a wireless transmitter/receiver to transmit
sensory data to a distributed network of workstations, where
most processing occurs. For this processing, we have devel-
oped a robust distributed computing system to manage the
actual data transmission and processing, with various mod-
ules for sensory data processing, learning, decision making,
and control. Finally, because of the additional hardware on-
board the robot, we replaced the power supply with a high-
capacity sealed lead-acid battery.

We currently have three such robots, whom we have
named Alan, Illy and Norbert (see Fig. 2). We are con-
tinuing to develop and refine them.

Associative Learning and Memory
Through evolution and in our early childhood develop-
ment, we first learn to understand the world by associating
sensory-motor events and cues (Shanks 1995). Some exam-
ples include learning what happens when one touches a hot
burner, learning to associate the sight and smell of fire, and
learning to associate a word with an event or some other co-
occurring cue. In the following sections, we will describe
the semantic portion of our associative memory model.

Associative Semantic Learning Using a Cascade of
Hidden Markov Models
One necessary condition for effective communication be-
tween two people (or even a person and a robot) is that
they share a similar model of the world—that they can ex-
perience the world in similar ways and understand a similar
set of concepts. One way of posing the problem of robotic
language acquisition, then, is that a robot should to learn a
model of the world through verbal interactions with a hu-



Concept
Model

Visual
Model Model

Auditory Visual
Model

Concept
Model

Model
Auditory

"Apple"

Figure 3: Associative learning of the word “apple.”

man, as suggested by Fig. 3. This figure shows an interac-
tion between two subjects, a boy and a robot, each with his
own cognitive model of the world. The immediate goal of
the robot is to learn the cognitive model the boy is using
to comprehend the immediate environment. As the robot
learns the boy’s model of the world, it can use that model
when making decisions.

For our purposes, we will assume that the boy’s cognitive
model contains the boy’s semantic knowledge of the world,
encoded as concepts. As suggested earlier, our understand-
ing of the world is intimately related to our senses, and so, as
suggested by Fig. 4, concepts such as apple are learned and
recognized through corresponding sensory inputs and other
related knowledge. In order to form concepts similar to the
boy’s, the robot must therefore learn associations among re-
lated sensory inputs from multiple senses.

Fig. 5 shows this idea in an abstract, simplified manner.
Each submodel in this figure is a classifier. Classes in the
visual model correspond to aspects of the different objects
in its environment, including such things as colors, shapes,
textures, or types of motion. Classes in the audio model rep-
resent unique audio cues, including speech. For the concept
model, classes represent concepts and are formed from fre-
quently co-occurring audio and visual inputs. Learning in
all submodels is unsupervised.

As an example, suppose that the world contains apples
and oranges. As the robot explores, its visual model will
be presented repeatedly with features from the various ob-
jects (such as, shape and color information), and will form
classes corresponding to the visual aspects of apples and or-
anges. Additionally, auditory features from words or sounds
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Figure 5: Visual/auditory concept hierarchy.

corresponding to objects and environment will be presented
to the auditory model, and it will form classes correspond-
ing to commonly repeated sounds or words, such as “ap-
ple”, “round”, or (perhaps) non-speech related sounds. The
classifications of the audio and visual inputs by these mod-
els will be presented to the concept model, which will form
classes for commonly co-occuring inputs, corresponding to,
e.g., shapes or object names.

In our work, we have implemented model in Fig. 5 using a
cascade of hidden Markov models (HMMs), the topology of
which is shown in Fig. 6. We describe this implementation
below.
Hidden Markov Models. An HMM ϕ is a discrete-time
stochastic process with two components, {Xn, Yn}, where
(i) {Xn} is a finite-state Markov chain, and (ii) given {Xn},
{Yn} is a sequence of conditionally independent random
variables. The conditional distribution of Yk depends on
{Xn} only through Xk. The name hidden Markov model
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Figure 6: Cascade of Hidden Markov Models.



arises from the assumption that {Xn} is not observable, and
so its statistics can only be ascertained from {Yn}.

Compared to a traditional classifier, we note that (1) the
states of Markov chain {Xn} correspond to the classes in a
classifier, and (2) the observations {Yn}, which are consid-
ered to be independent in most traditional classifiers, here
are only conditionally independent when conditioned on the
current state. Therefore, by assuming that the state sequence
is a Markov chain, an HMM has advantages over other clas-
sifiers in that it takes into account time dependencies in the
data.

An important aspect of learning in the robot is that it
should be incremental and adaptive. Therefore, we are us-
ing the recursive maximum-likelihood estimation (RMLE)
algorithm described in (Krishnamurthy & Moore 1993) to
train the HMMs running on our robots.
Cascade of HMMs. As mentioned above, Fig. 6 shows
the topology of our cascade model, using HMMs for the
individual auditory, visual, and concept submodels. For-
mally, assume that our robot’s model of the world is a cas-
cade model ϕ̂robot = {ϕ̂con, ϕ̂aud, ϕ̂vis}, where ϕ̂aud and
ϕ̂vis are auditory and visual HMMs, respectively, and ϕ̂con

is a concept HMM. As described above, the auditory HMM
learns classes for audio feature inputs, the visual HMM
learns classes for visual features, and the concept HMM
learns classes for (co-occuring) audio and visual classifica-
tions. At the moment, learning and classification for each
model is independent of the other models.

It is important to note that, for each submodel in the cas-
cade, we are not using multiple right-to-left HMMs, as is
common in many applications. Instead, we use a single fully
connected HMM where each state of the model represents
one class of a classifier.

Depending on the state of the robot and the availability
and types of features available to the models, not all models
will necessarily be active at any given time. There are three
modes that the cascade model runs in:

1. Audio-only mode. In this mode, the visual HMM, ϕ̂vis,
is not active. The audio HMM, ϕ̂aud, classifies incom-
ing audio features, and the concept HMM, ϕ̂con, accepts
as input and classifies the audio state. Because we are
using an online update, learning can occur in the audi-
tory HMM, but not in the visual or concept HMM. In this
mode, the concept HMM can also produce a correspond-
ing visual target state.

2. Visual-only mode. In this mode, auditory inputs are ig-
nored, and only the visual and concept HMMs, ϕ̂vis and
ϕ̂con, are active. It is otherwise the same as the audio-only
mode.

3. Audio-visual mode. This is the robot’s “learning mode.”
All three HMMs are actively classifying their inputs, and
learning can occur in all three simultaneously. Notably,
this is the only mode where concepts are learned, since it
is the only time that auditory and visual information can
be associated together.

Monte-Carlo Simulation. The goal of a Monte-Carlo
simulation is to generate data with a known model and at-
tempt to learn the parameters in a new model of similar or
identical structure. We ran two such simulations. The cas-
cade model as proposed above is not fully generative, so the
source model was modified to be fully generative in order to
produce appropriate observations in each simulation.

In both simulations, a source model generated simulated
“auditory” and “visual” data using known concept, visual,
and auditory models. The generated data streams were pre-
sented to a second model running in audio-visual mode. In
both simulations, we were able to learn a set of parameters
in the concept HMM similar to the set of concept HMM pa-
rameters used in the generative model. For details of these
simulations, see (Squire 2004).

Robotic Experiments. After validating the cascade model
via simulation, we incorporated the model into a robot
demonstration. In our scenario, our robot is wandering
around a benign environment, and is instinctually motivated
to look for “interesting” things. We expect the following
behaviors:

1. It will be attracted to objects, especially ones that it has
not seen before, or not seen recently; it will “play” with
these objects, attempting to first pick them up, then knock
them over.

2. It will be attracted by loud noises, turning toward them
and assuming, e.g., that someone wants to get its atten-
tion.

3. Using the cascade model, it will

(a) learn to recognize the visual objects in its environment,
(b) learn to recognize distinct words spoken to it, and
(c) learn the concepts associated with the various words

and objects.

4. Also using our HMM cascade, it will demonstrate that it
recognizes these concepts by

(a) recognizing a word, choosing a corresponding concept,
and finding an object which also matches that concept,
and

(b) recognizing an object and saying the name of a concept
corresponding to that object.

The behaviors listed in numbers one and two above were
first demonstrated by McClain (McClain 2003). The demon-
stration described here builds on his work and on the work
of others, including
• sound source localization research by Li and Levinson (Li

& Levinson 2003),
• speech feature extraction and synthesis research by Kl-

effner (Kleffner 2003), and
• visual feature extraction by Lin (unpublished).
The specific objects we are using in this demonstration are
shown in Fig. 7, and the list of words and phrases we say are
listed in Table 1. These words were chosen to test the learn-
ing of concepts for specifically named objects (such as cat)
as well as concepts for general categories (such as animal).



Figure 7: Objects used in our robot demonstration.

Table 1: List of words used in our robot demonstration.
animal

ball
cat
dog

green ball
red ball

As we were now working with real auditory and visual
inputs, we had a number of implementation issues to decide.
For our auditory HMM, we created a simple word recog-
nizer. For visual features, we chose color histogram, mo-
ment, and width to height ratio. In the case where more than
one object was visible, features for each object were fed se-
quentially into the visual HMM. Since the word HMM ran
slower than the visual HMM, the classification output of the
auditory model was upsampled to match the classification
rate of the faster visual model, and timestamps were used to
align the signals.

As this was the first experiment on the robot, the mod-
els were small and of fixed size. The auditory model had
six classes, the visual model had four classes, and the con-
cept model also had six classes. Prerecorded auditory and
visual data was used to do unsupervised initialization of
the auditory and visual models using recursive maximum-
likelihood estimation. Although not strictly necessary, the
concept model was initialized by hand with slight biases to-
ward desired concepts.

Results. Our goal in this experiment was to show that the
concept model ϕ̂con can learn concepts from a set of real in-
puts. We trained the auditory and visual models off-line us-
ing recorded auditory and visual features, respectively. Note
that, even though the training occurred off-line, we used re-
cursive maximum-likelihood estimation to learn the model
parameters, so this training could be done online.

The concept model was then trained using RMLE during
the simulation run. Specifically, the robot would approach
and sit in front of an object of interest. The visual model
ϕ̂vis would continuously recognize this object, and the au-
ditory model ϕ̂aud would recognize words that were spoken
into a close-talk microphone. When a word was spoken and
recognized, the state x̂aud of model ϕ̂aud corresponding to
that word and the state x̂vis of model ϕ̂vis were presented
to the concept model, and the model was updated according
to the RMLE algorithm. To speed up training, each input
pair was presented 10 times each time the a word was rec-
ognized. This process was repeated multiple times for each

object as the robot wandered around and played with its toys.
After a short simulation run, we evaluated the perfor-

mance of the model in two ways. First, when the robot was
wandering around its environment, we would get its atten-
tion by making a loud sound. The robot would then turn
toward the sound and listen. The robot was then told a word
that it knew. This would activate a corresponding concept
class, and from this class an appropriate visual target would
be chosen. The robot would then look for this target object,
and if found, approach and play with it. After about 30 min-
utes of training, the robot had learned to correctly associate
the six words with the four objects it knew.

Second, we were able to look directly at the observation
HMM for the concept model. In doing so, we discovered
that, as expected, each set of concept HMM transition prob-
abilities and observation densities indicated convergence to-
ward a unique set of concepts. For example, the concept ball
initially corresponded to a visual representation of the red or
green ball with probabilities 0.3 and 0.3, and to a visual rep-
resentation of the cat or dog with probabilities 0.2 and 0.2.
The trained values of these states showed a stronger procliv-
ity to all initial biases. Taking the ball example again, the
final observation probabilities for the red ball and green ball
were 0.43 and 0.42, respectively, and the observation prob-
abilities for the visual representations of cat and dog went
down accordingly. The same was true for other observation
probabilities for both auditory and visual inputs. For details
of all of these experiments, see (Squire 2004).

Discussion. The original motivation for this research was
to implement, for our robot, an associative memory for
learning the symbolic concepts mentioned above. The
model is currently implemented and running in our robot,
and has worked very well. We have been able to run the
model as part of a demonstration, learn concepts from au-
ditory and visual cues in the environment, and use these
concepts to make decisions. An important perspective on
this simple statement is that our model converting analog in-
puts to discrete symbols, allowing the robot’s controller to
make decisions symbolically using discrete representations
of the environment. Moreover, these symbols form the basis
needed for more complex symbolic manipulation, such as
language.

Spatial Cognition
Based the proposed model of associative learning and our
previous experiences with robot learning, the next step of
our research will be to study the relationship between spatial
language and spatial cognition. We are developing a cogni-
tive map learning algorithm for the robot to extract spatial
knowledge of the environment from continuous navigation
experiences. Our current map learning algorithm is mainly
based on visual sensory input, but it does not exclude sen-
sory inputs from other modalities. Unlike current map learn-
ing approaches which focus on recovering the geometry of
the environment, our cognitive map contains both the geo-
metric structure of the environment and the robot’s naviga-
tional experiences in this environment. We firmly believe
that both types of information are important for spatial cog-



nition.
Once we have built a cognitive map, we can begin to ac-

quire spatial reasoning. An important extension of spatial
reasoning is the ability to extend this understanding to other
domains. For example, we would like the robots to learn
to understand the temporal concepts of “at” (a certain time),
“before,” and “after” using the spatial concepts of “at” (a
certain location), “in front of,” and “behind.”

Conclusion
Our ultimate goal is nothing less than construction and ex-
planation of a mechanical “mind”. While the study of mind
has an intrinsic theoretical and philosophical component, the
matter cannot be resolved by a thought experiment. Some
constructive approach, however crude, is required. We con-
sider our project to be a humble but serious beginning to a
long-range research program which has significant techno-
logical and social implications.

We have proposed three fundamental hypotheses upon
which we believe a constructive cognitive theory should rest.
First, manipulation of our mental model of reality is primar-
ily accomplished by storing, fetching and comparing memo-
rized associations. Second, this mental model depends crit-
ically on a fully integrated sensory-motor periphery. Third,
the dominant structure of language is semantics. We have
proposed to test these hypotheses through the vehicle of
an autonomous intelligent robot, trained in a reinforcement
paradigm.

On the basis of these hypotheses, our robot has already
acquired a number of important abilities and behaviors. It
can localize sound sources, and learn how to characterize
those sounds. It can autonomously explore its environment
in a robust manner, and can learn to visually recognize and
play with objects it finds. It has also begun to learn concepts
by recognizing the correlation among speech and visual ob-
jects. Underlying all of these behaviors is a robust communi-
cations framework allowing the various system components
to interact and run concurrently.

We are now at a critical juncture in experiments at which
simple behaviors are transformed into complex ones. We
believe this complexity will arise from the interaction of nu-
merous simpler components. Although our ultimate goal is
still far off, we have made some progress defining the func-
tion and interaction of these components, and obtained very
encouraging results.

Our work is quite challenging and ambitious, and perhaps
controversial. Yet we feel that our experiments are techni-
cally feasible and potentially of great practical value if suc-
cessful. Most importantly, however, in our best scientific
and technical judgment, when a mechanical mind is even-
tually constructed, it will much more closely resemble the
ideas expressed herein than the mainstream ideas being pur-
sued so vigorously at the present.
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