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Computa-onal	  Geometry	  

Voronoi	  Diagrams	  

Voronoi	  Diagram	  of	  10	  Sites	   Defini-on	  

•  The	  Voronoi	  region	  Vor(p)	  of	  a	  site	  p	  in	  S	  is	  	  
	  Vor(p)	  =	  {x	  ∊ R2	  |	  |x-‐p|	  ≤	  |x-‐q|,	  ∀q	  ∊	  S},	  
	  where	  |x-‐y|	  denotes	  the	  distance	  between	  
	  two	  points	  x	  and	  y.	  

•  The	  Voronoi	  region	  of	  p	  consists	  of	  all	  points	  
that	  are	  at	  least	  as	  close	  to	  p	  as	  any	  other	  sites	  
in	  S.	  

•  Vor(p)	  is	  the	  intersec-on	  of	  all	  halfplanes	  H(p,	  
q),	  where	  q	  is	  any	  other	  sites	  in	  S.	  
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3	  Sites	   4	  or	  More	  Sites	  

Theorem	  

•  Let	  S	  be	  a	  point	  set	  with	  Voronoi	  diagram	  
Vor(S).	  A	  point	  v	  is	  a	  Voronoi	  vertex	  of	  Vor(S)	  if	  
and	  only	  if	  there	  exists	  an	  empty	  circumcircle	  
centered	  at	  v	  of	  three	  or	  more	  sites.	  

•  Let	  e	  be	  a	  connected	  subset	  of	  the	  bisector	  
between	  sites	  p	  and	  q	  of	  S.	  e	  is	  a	  Voronoi	  edge	  
of	  Vor(S)	  if	  and	  only	  if	  for	  each	  point	  x	  in	  e,	  the	  
circle	  centered	  at	  x	  through	  p	  and	  q	  is	  empty	  
in	  its	  interior	  and	  boundary.	  

Combinatorics	  of	  Voronoi	  
•  Vor(S)	  has	  at	  most	  2n-‐5	  Voronoi	  ver-ces	  and	  
3n-‐6	  edges,	  when	  S	  has	  n	  ≥	  3	  sites.	  

Voronoi	  Algorithms	  

•  Naïve	  Voronoi	  
–  Intersec-on	  of	  n-‐1	  half	  planes.	  
– Complexity?	  	  

•  Divide-‐and-‐Conquer	  (Shamos	  &	  Hoey	  1975)	  
– O(nlog(n))	  
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CMSC 754: Lecture 8

Halfplane Intersection and Point-Line Duality
Tuesday, Feb 28, 2012

Reading: Chapter 4 in the 4M’s, with some elements from Sections 8.2 and 11.4.

Halfplane Intersection: Today we begin studying another very fundamental topic in geometric
computing, and along the way we will show a rather surprising connection between this topic
and the topic of convex hulls. Any line in the plane splits the plane into two regions, one
lying on either side of the line. Each such region is called a halfplane. (In d-dimensional
space the corresponding notion is a halfspace, which consists of the space lying to one side of
a (d−1)-dimensional hyperplane.) We say that a halfplane is either closed or open depending
on whether or not it contains the line itself. For this lecture we will be dealing entirely with
closed halfplanes.

How do we represent lines and halfplanes? For our purposes (since, by general position, we
may assume we are dealing only with nonvertical lines), it will suffice to represent lines in the
plane using the following equation:

y = ax− b,

where a denotes the slope and b denotes the negation of the y-intercept. (We will see later
why it is convenient to negate the intercept value.) Note that this is not fully general, since
it cannot handle vertical lines (which have infinite slope). Each nonvertical line defines two
closed halfplanes, consisting of the points on or below the line and the points on or above the
line:

lower (closed) halfplane: y ≤ ax− b upper (closed) halfplane: y ≥ ax− b.

Halfplane intersection problem: The halfplane intersection problem is, given a set of n closed
halfplanes, H = {h1, h2, . . . , hn} compute their intersection. A halfplane (closed or open) is a
convex set, and hence the intersection of any number of halfplanes is also a convex set. (Fig. 1
illustrates the intersection of a collection of upper halfspaces.) Unlike the convex hull problem,
the intersection of n halfplanes may generally be empty or even unbounded. A natural output
representation might be to list the lines bounding the intersection in counterclockwise order.

y ≥ aix− bi

Figure 1: Halfplane intersection.

How many sides can bound the intersection of n halfplanes in the worst case? Observe that
by convexity, each of the halfplanes can appear only once as a side, and hence the maximum
number of sides is n. How fast can we compute the intersection of halfplanes? As with the
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Incremental	  
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Incremental	  -‐	  Details	   Incremental	  

•  Youtube	  video	  
•  Applet	  

Fortune’s	  

•  Applet	  (University	  of	  Copenhagen)	  
•  YouTube	  video	  

Dynamic	  Voronoi	  

•  Par-cles	  
•  Swarm	  
•  Personal	  space	  


