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Review for Exam 3
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Review for Exam 3

* DeepQLearning

Action
¢ AlphaGo Zero
¢ AlphaGo
e Atari
¢ Atari Learning Environment
* Breakout
¢ DeepMind

* DQN - Deep Q Network
e Episode

* Monte Carlo Tree Search

* QLlearning
¢ QTable

* Reward

¢ State

* Unsupervised Learning
* Reinforcement Learning
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Review for Exam 3

Neural Networks for Natural Language
Encoding
De-Biasing
Decoding
Geometric Space
GloVe

Language Modeling
LST™M

NETTalk

One-Hot Encoding
00V Words
Pragmatics

RNNs

Syntax

Semantic Space
Semantics
Sentiment Analysis
Standardizing
Summarization
Text Classification
Thought Vectors
Tokenizing
Vectorizing

Word Embedding
Word2Vec
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Review for Exam 3

* Transformers
¢ Assistant Model

* Attention

* Base Model

*  Encoder

* Decoder

*  Geometric Space
*  GloVE

* Head

¢ Large Language Models (LLMs)
¢ Language Modeling
*  Multi-Head Attention

* NGrams

* Positional Encoding
* RLHF

* RNNs

*  Self-Attention

* Semantic Space

* Sequence to Sequence Models
* Transformers

¢ Word Embedding

*  Word2Vec

Qutput
Probabilities

Add & Norm

Add & Norm

Multi-Head
Attention
Nx
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Add & Norm

Masked
Multi-Head Multi-Head
Attention Attention
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67 Positiona
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Input Output
Embedding Embedding
Inputs Outputs

(shifted right)

Review for Exam 3

* Codes Bias

* The Future of Al

CODED B1AS
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Course Wrap Up

Al — History, Foundations, Applications,
Implications

* History/Landmarks

Turing Test, 1950

Dartmouth Summer School (1956)
Perceptron, 1958

The seasons of Al

Lighthill Report (1970s)
Backpropagation (1980s)

Japan'’s Fifth Generation Project (1990s)
Deep Blue (1997)

Google Translate (2000s)

IBM Deep Blue (2012)

Google’s Cat recognition (2012)
ImageNet (2012)

ChatGPT (2022)
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Al —

History, Foundations, Applications,

Implications

* Foundations

Strong vs Weak Al
Symbolic and Subsymbolic Approaches
Search Algorithms (Heuristics. Depth-first, Breadth-First, Best-First. A*, Minimax, Alpha-Beta Pruning, MCTS)

énovxﬂe)dge Representation & Reasoning (Logic, Rule-Based, Frames, Semantic Networks, CD, Knowledge
raphs

Planning Systems (STRIPS)

Expert Systems

Forward/Backward Chaining

Commonsense Knowledge

Embodied Intelligence (Intelligence Without Representation, Behavioral Al)

Agent-Based Al (rational Agents)

Neural networks (McCulloch-Pitts, Perceptron, MLP, NN Learning, Backpropagation, Gradient Descent, SGD)
Deep Learning (RNNs, Convolutional networks)

Ethical Al

Al -

History, Foundations, Applications,

Implications

. Systems/Appllcatlons (partial list)

* ChatBots (from ELIZA to ChatGPT)

SHRDLU, SHAKEY, STRIPS, MYCIN, R1/XCON, ZOOKEEPER, PROLOG,
Game Playing

GPS Navigation

CYc

Amazon, Wikipedia, Google’s use of Knowledge Graphs

Robots (Genghis, Cog, Boston Dynamics Big Dog, Spot, Mars Rovers)
Alexa, Google’s Assistant, Cortana

MNIST Digit Recognition

Keras, Google Colab

Object Recognition

Face Recognition

10

10
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Al — History, Foundations, Applications,
Implications

* Implications
* Ethical Al
* Biased Al
* Trustworthy Al
* Beneficial Al
* Future of Al
Al Legislation

11
Land ks in Al Hist

1969-79

Knowledge-based systems Machine Learning

DENDRAL, MYCIN, SHRDLU, PLANNER, CD, frames makes a lot of noise.

Mostly driven by Big data
1969 and hardware advances.
Minsky & Papert: Perceptrons 1988 » “Goes commercial”
kills Neural Network Agenda Resurgence of probability 2006-
Nouvelle Al: Alife, GAs, soft computing Transformers/LLMs

Al yields advances
196t ini | hed: ChatGPT,
HMMs, Bayes networks, data mining, ML goic qiven cars, MAPGEN, DEEP BLUS ERIIEIEE (HECL

1956 ALPAGReport Home robots, Spam filters, etc Llama, Bard, Dall-E,
Birth/5f Artificial Intelligence Maching Translation Killed 1985-95 3P b Gemini, etc.
Daytmouth Conference 1965 1973: Lighthill Repbrt Rebi -{h of Neural networks A.I Sp2001- Deep Learning comes
British Govt. end slpport for Al 0P onnectionist models, lTES? of age with applications in
J. A. Robinson ritish Govt. end support for ko . lgorith . 8 PP
T Backprypagation algorithm HRI, data-driven Al e 2 e e
Algorithm for logical reasoning. " i g
Alan Turing 1995 machine translation,
Computifig Machinery & Intelligence ~ 1962 1980- Agents everywhere! game playing (ALPHAGO).
Block et al Al becomes an industry 1290- Robots, subsumition, human-level Al Requires special hardware.
B Perceptron Convergence Theorert Expert Systemsboom /W Jo11.
McCulloch & Pitts 1952-69 1976 Expert Systems go bust Big Data Al
Boolean Circuit model of brain Look Ma, no hands! Newell & Simon Watson, Deep Q&A
GPS, Geometry Theorem Physical Symbol System Hypothesis Language translation

Prover, Checkers, LISP

I | I | | | | | |
1940 1950 1960 1970 1980 1990 | 2000 2010 2020

Deepak’s PhD
KR and Acting! 12
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Wrap Up

Topics (Ambitious,/Tentative List)

What is Al

Turing Test

Symbolic versus Subsymbolic Al
MNarrow versus AGI

ELIZA

Winograd Schemas

The Winters of Al
Perceptron
Planning/Problem Solving
SHRDLU

SHAKEY

STRIPS

Search Algorithms
Heuristics

Knowledge Representation &
Reasoning

Logical Reasoning

Expert Systems

MYCIMN

R1/XCOM

DEMDRAL

CYC

Knowledge Graphs
Commonsense Reasoning
Perceptrons

Neural Networks
Backpropagation

Deep Learning
Convolution Meural Metwarks
ImageMet

Bias in Al Systems

Robots

Reinforcement Learning
Deep Q-Learning
AlphaGo

Natural Language
Understanding

Recurrent Meural Netwarks
Word2\Vec

Watson

ChatGPT

Explanable Al
Neuro-Symbolic Systems

Are we there yet?
13

13

ALL Al is Narrow Al

14

14
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Narrow tasks are not the first step towards AGI

15

Easy things are hard

16
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Hard things are harder

17

17

Thought Vectors
Hallucinations
Dream Machines

Wishful mnemonics are dangerous

18
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Nowhere to go without embodiment

19

Alignment with human values

20
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Are we there yet?

No. 21
21
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T B CwartHussel| - .
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o Qg
CoME g
- ang m:m—
CE Hands-0n Machine Learning — i
AL INTELILlGEN with Scikit-Lean, Keros, :
ARTIHCI and TensorFlow
22
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Thank you!!!

23
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